PHYSICS OF PLASMAS VOLUME 10, NUMBER 11 NOVEMBER 2003

Integrated predictive modeling of high-mode tokamak plasmas
using a combination of core and pedestal models

Glenn Bateman, Miguel A. Bandres, Thawatchai Onjun, Arnold H. Kritz,
and Alexei Pankin
Department of Physics, Lehigh University, 16 Memorial Drive East, Bethlehem, Pennsylvania 18015

(Received 5 March 2003; accepted 1 August 2003

A new integrated modeling protocol is developed using a model for the temperature and density
pedestal at the edge of high-mo@é#-mode plasmagdOnjunet al, Phys. Plasma8, 5018(2002]
together with the Multi-Mode core transport mod®MM95) [Batemanet al, Phys. Plasmas,

1793 (1998] in the BALDUR integrated modeling code to predict the temperature and density
profiles of 33 H-mode discharges. The pedestal model is used to provide the boundary conditions in
the simulations, once the heating power rises above the H-mode power threshold. Simulations are
carried out for 20 discharges in the Joint European Torus and 13 discharges in the DIII-D tokamak.
These discharges include systematic scans in normalized gyroradius, plasma pressure, collisionality,
isotope mass, elongation, heating power, and plasma density. The average rms deviation between
experimental data and the predicted profiles of temperature and density, normalized by central
values, is found to be about 10%. It is found that the simulations tend to overpredict the temperature
profiles in discharges with low heating power per plasma particle and to underpredict the
temperature profiles in discharges with high heating power per particle. Variations of the pedestal
model are used to test the sensitivity of the simulation result2083 American Institute of
Physics. [DOI: 10.1063/1.1618234

I. INTRODUCTION tokamaks and to predict the performance of new experiments

] . ) and future fusion reactor designs such as ITER, FIRE, and
During neutral beam heating experiments on the ASDEX N |TOR.

tokamak in 1982, it was found that discharges with a suffi-  \15dels that can be used to predict the temperature and

ciently high heating power exhibit a spontaneous transitior]jensity at the top of the pedestal have recently been devel-
from a reglr_nr(]a of cl(()n;llne_ment ca(ljled I(?\_/v-modemoltiledt(r)]_ 1, oped and calibrated against experimental Gatethis paper,
a regime wit nlwar edly improved con m_ement called NigN-yhege predictive models for the pedestal at the edge of type |
mode(H-modg.™ The change in the confinement is first ap- ELMy (edge-localizefiH-mode tokamak plasm&sre com-
p?;g'r:n?st .trr:ete?;]jggr:tf :Zeagl?sdn;?1'S'¥Vh'ir?o?mr§3m'|rjh'Os f ;f:r?med together with predictive models for the core plastoa
graci n peratul 1 ed. 1hi roduce integrated modeling simulations of existing tokamak
gradient region, which is called the pedestal, is caused by experiments. The pedestal models were implemented in the

transport bar_rler'th.at forms near the edge of. the plasma. ThlgALDUR integrated modeling cofleusing an automated
pedestal region is important because the height of the pedes-

tal strongly influences the confinement of the core plata. procedure to simulate the transition from the L-mode to
ﬁ—mode, once the heating power rises above the H-mode

reshold. When the plasma is in the H-mode state, the pre-

the same core transport model used in simulations of L-modg, )
dicharges can also be used in simulations of H-mode dis(_jlcted values for the temperature and density at the top of the

charges, with equally good agreement with experimentaPedeStal are used has bounFJary cpnditions inthe simulations.
data, as long as the simulation boundary conditions are given !N Previous BALDUR sllomulatlons. of Ohmic, L-mode,

at the top of the pedestal at the edge of the H-modé&nd §upershot discharge%° the Multi-Mode model was
discharged.It has also been found in simulations of H-mode Us€d in the plasma core out to the 97.5% flux surface which,
plasmas that the height of the pedestal has a large effect dupically, was the outermost flux surface that was available in
the shape of the temperature and density profiles and, conséle TRANSP analysis of experimental data. In those simula-
quently, a large effect on the global confinement scdlihg. tions, experimental datdor analyzed experimental data
However, the need to use experimental data to provide thwere used as the boundary conditions. In previous simula-
temperatures and densities at the outer boundary of the intéons of H-mode dischargés;' experimental data were used
grated modeling simulations reduces the predictive capabiffor the temperatures and density at the top of the pedestal to
ity of these simulations. Therefore, models are needed for therovide the boundary conditions in the BALDUR simula-
pedestal boundary conditions in order to make the integratetions, which are typically close to or outside of the 95% flux
modeling simulations more predictive. It is important to de-surface.

velop more completely predictive integrated modeling codes  The combination of core and pedestal models used in
in order to understand plasma confinement in present dathis paper represents a step along the path to the more am-
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bitious goal of a complete theory in which flow shear andMode transport model is used to compute the total transport
magnetic shear stabilize the turbulence that drives transpoas a linear combination of transport driven by electrostatic
in the pedestal, while large scale instabilities produce peridrift modes, ideal magnetohydrodynantiiddHD) ballooning
odic edge localized modg&LMs). Alternative models for modes, and pressure-driven modes. Neoclassical transport is
the H-mode pedestal have been implemented in the JETT@dded to the anomalous transport computed using the Multi-
codé? and ASTRA codé? Mode model. The MMM95 model is used to compute ion
Thirty-three ELMy H-mode discharges, most of which thermal, electron thermal, hydrogenic ion, and impurity ion
are in the International Profile Databdéere simulated us- particle transport channels self-consistently. Since the model
ing the combination of predictive pedestal and core model$s used in this paper without the effects of flow shear, the
in the BALDUR codée® Of the 33 H-mode discharges, 20 are scaling of the model is completely gyro-Bohfwith diffu-
taken from Joint European TorG3ET) experiment® and 13 sivities proportional to the speed of sound times the gyrora-
are taken from DIII-D experiment§. The JET discharges dius squared
include systematic scans of the normalized gyroradiys ( The MMMO95 version of the Multi-Mode model, which
plasma pressurg), collisionality (v, ), gas fueling, and iso- was developed in 1995, before flow shear became a com-
tope mass. In addition, the simulation discharges include aonly accepted paradigm, is a thoroughly tested and gener-
discharge with 20%He concentration, a high, discharge ally reliable core transport model. It was decided to use the
with large ELMs and a higtB discharge, suitable for ITER MMM95 model without flow shear for the simulations of the
scaling. The DIII-D discharges include systematic scans otonventional H-mode discharges in this paper because the
P« B, elongation(x), power, density If.), and a high per- MMM95 model without flow shear has been thoroughly
formance discharge. tested in simulations of H-mode plasnfas! L-mode
The simulation protocol, the transport models and theplasmas;®'°and other plasmas such as hot ion motd&ke
pedestal model used in this paper are described in Sec. lséimulations in this paper use the same core transport model
Details of the experimental JET and DIII-D discharges arethat was used to simulate discharges in Ref. 4, where the
given in Sec. lll. A statistical analysis of the temperature andoedestal temperatures and densities were taken from experi-
density profiles produced by simulation, using the MMM95 mental data.
and the pedestal model together, compared with experimen-
tal data, is presented in Sec. IV A. In addition, an analysis o%_ Pedestal model

the results is presented in this section. Conclusions are given
in Sec. V. A complete description of the pedestal model, based on

magnetic and flow shear stabilization, that is used in this
paper to predict the temperature at the top of the pedestal at
Il. SIMULATION PROTOCOL the edge of the type 1 ELMy H-mode plasmas is given in

All the simulations are carried out using the time depen-Ref. 6. This pedestal modglvhich is referred to as model
dent BALDUR integrated predictive modeling code (18 in Ref. 6] was chosen out of the six models pregented in
(http://www. physics.lehigh.edu/baldur/index.htPn The Ref. 6 because it produces the best agreement with experi-

BALDUR transport code computes heat and particle source@ental data for the temperature pedestal in JET and DIII-D,
(such as neutral beam injection heajinginks (such as im- which are the tokamaks being simulated in this paper. The

purity radiation, transport fluxes, fusion reactions, magneto_pedestal ion and electron tgmperaturgs are taken equal to the
hydrodynamic equilibrium, and the effect of large-scale in-Pedestal temperature predicted by this model.

stabilities (such as sawtooth oscillationsThe BALDUR In this model, the pressure gradiemtp(Jr) within the
transport code is used to compute the evolution of p|asmgedestal region is assumed constant. The va'llue. of the tem-
profiles (such as temperature, density, and magnetjo- ~ Perature at the top of the H-mode pedestgly, is given by

files) given time-dependent boundary conditiofiempera- 1 ap

ture, densities, equilibrium boundary shap€he transport Thed™ 51— A5 1)

model used in the BALDUR code is described in Sec. Il A. B ped

The time dependent temperature and density boundary coitherenpeqis the density at the top of the pedestaljs the

ditions in the H-mode state of the plasma were taken fronpedestal widthkg is the Boltzmann constant, ahép/dr| is

the pedestal model described below in Sec. IIB. The equiths pressure gradient, which is assumed to be uniform

librium boundary shape conditions are taken from the experithroughout the pedestal region. The width of the pedeAtal,

mental data as a function of time. A description of the imple-iS assumed to be determined by a combination of magnetic

mentation of the pedestal model in the BALDUR code isand flow shear stabilization of drift modes=Cyps?,

presented in Sec. I C. whereCyy is a constant of proportionality, is the ion gyro-

radius, ands is the magnetic shear. In this model, it is as-

sumed that the pressure gradient is limited by the ballooning
The core transport model utilized in this paper is themode instability threshold, so that the normalized critical

MMMO95 version of the Multi-Mode model, which is de- pedestal pressure gradient is given by

scribed in detail in Ref. 7. This model is available as a Na- 2u.REE | ap

tional Transport Code Collaboratighl TCC) computer code a=— °—2<—

module at the website http://w3.pppl.gov/INTCC. The Multi- BT ar

A. Transport model

) =0.45(1+ k24(1+583%)), (2
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where the magnetiq and sheas are evaluated one pedestal 1
width away form the separatr[see Eq(4) below| andB is rms= \/N

the toroidal magnetic field. The dependencengfon elon-
gation, kg5, and triangularity,ses, at the 95% of the mag- where T[S is the pedestal temperature predicted by the
netic flux surface is described by the geometrical factor inmodel, T;?pxppeed“me“t is the experimentally measured pedestal

cluded in Eq.(2). Therefore the pedestal temperature takesemperature, and is the number of tokamak discharges

N
,Zl [In(TIModejTexperimenj |2 5

the following form: considered Nl=533). For the pedestal model referred to as
) ) the “standard” pedestal model, the val@g,=2.42 is used.
B\ (Mi\[ « The sensitivity of the results to the choice ©f, will be
- 2 2 M c 4 y
Tpec(keV)—0.322{3W(q2) R® npedylj S5 ®  examined in Sec. IVB.

The pedestal density is more constrained than the pedes-
wheren,qq 19iS the electron density at the top of the pedestattal temperature, because the density profile is usually rela-
in units of 13° m~2, M, is the ion mass, an@ is the plasma tively flat in the core of H-mode discharges. Therefore, the
major radius. pedestal densityn(,¢ ) is a large fraction of the line averaged

The magneti@ has a logarithmic singularity at the sepa- electron densityrf.). The model for the density at the top of
ratrix. At one pedestal width away from the separatrix, thethe pedestal used in this paper is a simple empirical expres-

magneticq is approximated by sion npe=0.7In,. It was found that this empirical expres-
sion fits the 533 data points with a logarithmic rms deviation
0.8%°B of 129%"
| 1waR

C. Implementation

[1+4 k(14 285—1.265)1(1.17— O.GEa/R))
X

[1-(a/R)*]*
) In order to use predicted values for the temperature and
a—r density at the top of the pedestal as boundary conditions in

+0.27In| —|| ¢, (4) . ! .

% ( a ] the simulations, an automated H-mode procedure is used to

simulate the transition from L-mode to H-mode.

wherea is the minor radius of the separatrixca— A is the This automated H-mode procedure changes the bound-
minor radius at the top of the pedestal, dpgl is the total ary conditions in the simulations from the experimental
plasma current in MA. Equatiof¥) is used to compute the boundary conditions in L-mode to the predicted pedestal
magneticg-value at the top of the pedestal, rather than usingpoundary conditions at the top of the pedestal in the H-mode
the g-value from an integrated modeling code or from mea-state, when the heating power rises above the H-mode
surements. Consequently, the pedestal temperature is comtreshold. The power threshold for the H-mode is calculated
puted in an isolated and self-consistent way in a stand-alonesing the following formuld?®
code or in an environment in which the details of the equi- _ —110.82-0.58-1.0.0.8
librium and magneti@ profile are not available. In particu- PL_n=2.84M; 'BF Mgy an TMW], ®)
lar, the model is calibrated against experimental data in RefwhereM; is the hydrogenic mass in amBj is the vacuum
6 using a stand-alone code in which the magnetis com-  toroidal magnetic field at major radii® along the flux sur-
puted using Eq4). Hence, for consistency, Ef) is used in  face in tesla,ngy is the line average density in units of
the pedestal model even when values of the magngtice  10°°m™ 3, R, is the major radius in meters, aag, the mi-

2

X1+

l.4a

available from the integrated modeling code. nor radius in meters.

The magnetic sheas=(r/q)(dq/dr), which is com- Once the heating power rises above the H-mode thresh-
puted using the magnetos from Eq. (4), is then reduced by old, the automated procedure makes a controlled spontane-
the effect of the bootstrap current, as described by B~  ous transition from the L-mode experimental boundary con-

(41) in Ref. 6. Since the pedestal width is needed to computelitions to the predicted pedestal boundary conditions. In fact,
the magnetiaq, the magnetic sheas, and the normalized this power threshold condition is met after the initiation of
pressure gradient., and since the pedestal width is a func- auxiliary heating in all of the discharges simulated in this
tion of the pedestal temperature, the right-hand side of Egpaper. The time evolution of this transition is controlled in
(3) for the pedestal temperature depends nonlinearly on theuch way that it does not cause numerical instabilities in the
pedestal temperature. Consequently, an iterative nonline&ALDUR code. This automated H-mode procedure also con-
equation solver is used to solve HG) to determin€T . trols the transition from H-mode back to L-mode when the
The coefficientCyy in Eq. (3) was determined by cali- heating power drops below 80% of the threshold power.
brating the model for the pedestal temperature against 538LMs are not included in the BALDUR simulations since a
data points for type 1 ELMy H-mode plasmas obtained fromreliable model is not yet available in the BALDUR code for
the International Pedestal Database versior(l&tp://pc-sql-  the frequency and radial extent of the ELMs. In addition,
server.ipp.mpg.de/Peddbsing discharges from ASDEX-U, most of the experimental data available in the International
DIII-D, JET, and JT-60U tokamaks. The val®,=2.42 Profile Databasé does not resolve the time dependence of
yields a logarithmic rms deviation about 32%. The logarith-the periodic ELMs that are observed at the edge of the
mic rms deviation is defined as plasma. The temperature and density profiles predicted by
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the simulations are compared with the corresponding experfrom L- to H-mode,P, ., (MW), is computed using Eq.
mentally measured profiles at a time slice that is late in thgg). The NBI energyFEg, (keV), is presented only in Table
H-mode stage of each discharge. IV, since that energy varied significantly only in that one
The pedestal is generally more clearly defined in theseries of discharges with different hydrogenic isotope
density profile than it is in the temperature profiles. Conseémasses. The next variable, which will be used in the analysis
quently, the electron density profile was used to determingresented in Sec. IV C, is proportional to the heating power
the minor radius of the plasma at the top of the pedestal. Thger plasma particl® ../ (M 10V), as it is computed in each
cross-sectional shape of the plasma at the boundary of eagf ihe standard simulationé, wheRg ... (MW) is the total
simulation is taken from the observed shape of the plasma "ﬁteating power(Ohmic plus auxiliary, Ny, is the line-
the flux surface corresponding to the top of the pedestal. Ttheraged electron density in the siymulation, aind
minor radius at the boundary of each simulation, in particu-zzszazK (m?) is approximately the plasma volume out to

lar, is a few centimeters smaller than the minor radius at th%1e boundary of the simulation. The next three variables are

separatrix. :
: : _ . _pedestal variables, namely, the electron densff} .., the
The input parameters used in the BALDUR S'mUIat'onelectron temperaturé'gf‘g’ed(keV), and the ion temperature

code during the H-mode stage of each discharge conS|st|%>;)%d(keV) from experimental data at approximately the top

B _ i‘
aImpst ent! rely of parameters that are co-ntrolled by the CXof the pedestal. These are followed by the values of pedestal
perimentalists. These input parameters include the plasm si

: m sim
cross-sectional shape, the toroidal magnetic field strength ensity and temperature, 1,eq and Tpeq (keV), t.ha!t are -
the plasma current, the line-averaged electron defwitich computed from the standard pedestal model as it is used in
' the simulations. The final item in each table is the diagnostic

is controlled by gas puffing in both the experiments and the. . . . : :
simulationg, and the characteristics of the neutral beam in-t'me’tdiagj (s), during each discharge at which the simulation

jection heating(i.e., power passing through the wall, energy profiles are compared with the experimentally measured pro-

of the neutral atoms, orientation and size of the bgaMgee files. . q bel in brief d L

of the BALDUR input parameters that is only indirectly con- Secthns I A-and IIIB below contain brief descriptions

trolled by experimentalists is the impurity concentration at©f €ach discharge.

the outer boundary of the simulation. The relative concentraA. JET discharges

tions of the ion species are given as BALDUR input param- . .

eters as a function of time, while the electron density of the . Th? 20 ‘]E-II.— EI&My H-rr:jgde discharges consist of t:\ree

pedestal, which is predicted by the model described at th airs ol hormalized gyrora |u.°pg_) scans, 83 scan, a cok
isionallity (v, ) scan, a gas fueling scan, four discharges in

end of Sec. II B, is used to control the magnitudes of the ion > \ . o

densities at the outer boundary of each simulation. Wh'?h the |§otope mass was varled, an “identity” discharge,
a high g discharge, a higlp, discharge, and a 20%He
discharge.

lll. H-MODE EXPERIMENTAL DATA In the three pairs of normalized gyroradius scans, listed

in Table I, p, was varied by a factor of 1.6 while all other

charges(16 JET, 13 DIII-D considered in this paper were dimensionless parameters, (v, , 5) were held nearly fixed

taken from the International Profile Databd&dhese data With an acceptable level of dimensionless simila%?&?
were processed by either the TRANSP codettp:/ These discharges have various amplitudes, frequencies, and

w3.pppl.gov.transp or the ONETWO code (http:/  YPES of ELMS at the edge of the plasma. TheT JET dis-
fusion.gat.com/onetwi/which are time-dependent transport €harges 35156, 35171 and 37944, 37379, comprise matched
analysis codes. In addition, four H-mode JET discharge®airs that have heating power far above the H-mode power

were taken from the isotope scaling experimental dataset dighreshold. Experimental analysis indicates that the confine-
cussed in Refs. 11 and 109. ment follows a gyro-Bohm-type scaling, in agreement with

Major plasma parameters for the 33 discharges are listetd ER-93 scaling’? The other pair of dlschfirges from the
in Tables I-VI. The following data are listed in each table:S¢an, 33140 and 33131, have a heating power near the
the major radiusR (m) to the geometric center of the H—mOde pOWer threshold. The global enel’gy Conﬁnement iS
plasma; the minor radiua (m) or half-width at the top of observed to be between Bohm and stochdsthil of these

the pedestalthe outer boundary of the simulatiprihe elon- JET discharges were fueled with deuterium with the excep-
gation x, which is the vertical height of the plasma divided tion of the discharge 37944, which had a small 2% concen-
by the width of the plasma at the outer boundary of thetration of ®He. The discharges were heated by neutral beam
simulation; the triangularitys, which is the difference be- injection with the exception of the discharge 33131, which
tweenR and the major radius of the top point on the outerhas an additional 1.7 MW of absorbed ion cyclotron reso-
boundary of the simulation divided by the minor radiatrs  nance heating, which reduces to 10% of the NBI when the
the vacuum toroidal magnetic fieB; (T) at major radius NBI heating is switched off! The radio frequency power
R; the toroidal plasma current, (MA); the line-averaged deposition profiles used in the BALDUR simulations are
electron densityn ;9 in units of 13° m~3; the averag@q: taken from the corresponding power deposition profiles in
the neutral beam injectioNBI) power passing through the the International Profile Database.

wall of the tokamalPyg (MW), which is not necessarily the The discharges 38407 and 38415, listed in Table Il, are
absorbed power, and the power threshold for the transitiopart of an ITER relevanB scan obtained using the Mark ||

The experimental data from 29 of the H-mode dis-
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TABLE I. Plasma parameters for the JET gyroradius scan discharges.

Tokamak JET JET JET JET JET JET
discharge 33131 33140 35156 35171 37944 37379
type Lowp, High p, Low p, High p, Low p, High p,
R (m) 2,94 2.93 2.86 2.88 2.89 291
a (m) 0.84 0.85 0.86 0.83 0.88 0.83
K 1.70 1.56 1.56 1.58 1.72 1.62
6 0.28 0.20 0.11 0.24 0.37 0.18
B (T) 3.06 1.74 2.18 1.09 2.60 1.05
I, (MA) 2.83 161 2.05 1.01 2.58 0.97
Ne 19 7.10 3.65 5.44 2.44 5.95 1.71
Zog 1.92 1.66 1.25 1.10 2.32 2.27
Pne (MW) 18.0 5.80 8.60 291 11.6 3.70
Py (MW) 7.31 3.21 5.22 1.72 5.82 131
Pheat/ (Ne,19Y) 0.042 0.027 0.022 0.031 0.027 0.037
Ne o ped 4.70 2.88 4.60 1.81 5.00 1.31
To ped (keV) 1.47 0.96 2.78 0.61 1.73 0.80
Tioed (keV) 1.69 0.96 2.40 0.61 1.70 1.02
Na' 1o ped 5.20 2.63 4.34 1.78 4.24 1.29
Toea (keV) 1.49 1.20 0.95 0.78 1.33 1.08
tgiag (S) 55.69 56.50 55.85 65 60.14 63.39

divertor configuratior’r.4 In this scan,8 was varied by a fac- centration offHe, discharge 35174, which has high and

tor of 1.5 while holdingp, , v, , and magnetiaq fixed.  |arge ELMs, and the higis discharge, 34340, which is suit-
These plasmas contain 20% and 8% concentratioriéief  aple for ITER scaling. Also included in Table IIl is the
respectively. The pair of dimensionless scans, discharge§dentity discharge,” JET 33465, which is part of a series of

3.7728 gnd 37718, _cgrres_pond toa scan. In this scan, the experiments designed to tgst scaling among different to-
dimensionless collisionality was varied by a factor of 2'6kamaks

while holdingp,. and fixed.” The plasmas contain 7% and Finally, the four discharges listed in Table IV are ELMy

18% concentrations of helium, respectively. Discharge 3772 . y . . .
was heated with the 1.1 MW of absorbed ion cyclotron fre- -mode JET discharges in which different hydrogenic

quency resonance heating in addition to 13.3 MW of neutra{S0toPes—hydrogen, deuterium, or tritium—were used to

beam injected power. The pair of JET discharges, 38287 anfy€! the plasma discharge and the neutral beam injected

38285, are taken from a scan in which the gas fueling wa§@as:

varied at fixed beam powét.These discharges are domi- ~ Some of the discharges had irregularities complicating

nantly NBI heated, but with 20% rf heating. their study. For example, no information is available in the
The JET discharges listed in Table Il include dischargelnternational Profile Database for tfig profile of JET dis-

32745, which was part of a divertor stffywith 20% con-  charges 33140, 33465, 34340, 35171, and 35174. Thhe

TABLE II. Plasma parameters for the JEB v, , and gas fueling scan discharges.

Tokamak JET JET JET JET JET JET
discharge 37728 37718 38287 38285 38407 38415
type Low v, High v, Low gas High gas Low3 High B

R (m) 2.92 2,94 2.90 2.89 291 2.88
a (m) 0.87 0.87 0.84 0.90 0.86 0.88
K 1.55 1.58 1.64 161 1.60 1.55
6 0.20 0.12 0.19 0.19 0.16 0.11
B (T) 2.71 211 2.57 2.58 1.59 1.84
Iy (MA) 2,57 1.97 2.57 2.56 1.47 1.67
Ne 19 4.90 4.54 5.72 6.57 3.05 4.02
Zey 1.76 1.93 1.85 1.92 2.09 2.06
Pne (MW) 13.3 9.7 11.3 115 5.60 15.7
Py (MW) 5.56 4.05 5.35 6.37 2.63 3,75
Pheat/ (Ne,19Y) 0.038 0.035 0.033 0.025 0.027 0.054
Ne o ped 3.85 3.31 4.48 4.36 2.39 3.02
To ped (keV) 1.78 0.82 1.85 1.04 0.87 1.25
T oed (keV) 1.64 1.09 1.80 1.02 1.04 1.35
Na' 1o ped 3.72 3.09 3.94 4.82 2.23 3.19
Toea (keV) 1.75 131 1.72 1.10 1.11 0.89
tgiag (S) 58.12 55.38 56.61 58.39 57.40 56.61
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TABLE Ill. Plasma parameters for miscellaneous JET discharges. B. DIII-D discharges

Tokamak JET JET JET JET The 13 DIII-D H-mode discharges include ofg scan,
discharge 32745 33465 34340 35174 g B scan, a density scan, a power scan, two pairs of elonga-
type D-He  Indentity  Highg  Highp, tion (k) scans and a high performance discharge. Plasma
R (m) 2.87 2.87 2.87 2.87 parameters for these discharges taken from the International
a (m) 0.83 0.87 0.80 0.82 Profile Database are listed in Tables V and VI.

K 1.69 1.55 1.66 1.56 Discharges 77557 and 77559 represent a power scan in
gT M g:;g g:ég 2:12 2:3; which the hgating power was varied while the average
I, (MA) 3.04 1.04 203 1.02 plasma density was held constahfA power balance analy-
Ne1o 7.34 3.26 5.54 2.49 sis of these discharges indicates that both electron and ion
Zet 164 1.52 1.99 1.48 diffusivities increase with increasing temperature. Dis-
Prg (MW) 16.2 2.77 17.7 6.92 charges 81321 and 81329 represent a density scan at constant
E;;;((Whj\l/:\)l) (?_'013?6 58)125 g_'0325 é_'ggz Femperature. A power balance ana!ysis .of thgge discharges
NP e 350 2.20 4.27 1.80 indicates that both the electron and ion diffusivities are inde-
T, (keV) 1.30 0.52 1.08 0.81 pendent of the density:*°

T hea (keV) 1.70 0.52 1.24 0.81 Discharges 82205 and 82788, which were part of a
Na1,ped 5.10 2.30 3.88 171 DIII-D p, scan, were designed to have the same plasma
Tpea (keV) 1.66 0.58 1.32 0.92 shape as well the same beta, collisionality, and safety factor

tai 56.44 63.76 56.37 64.38 : . .
asg (9 as ITER. An analysis of the heat transport in these discharges

found that the electron and ion diffusivities and the thermal
confinement time scales approximately gyro-Bohm fike.
The two pairs of elongation scans, discharges 81499—
81507 and 82183-82188, were conducted to test predictions
profile data are set equal b, profile data for these dis- of improved fusion performance at higher elongation. In
charges in the database. As a result, the ion temperature prgrese scans, it was obser¢édhat temperature increases
files for these discharges are not used in the statistical analygith elongation while other parametefdensity, safety fac-
sis presented in Sec. IV. In addition, the diagnostic time Oftor7 heating powerare held fixed. In th$ scan, discharges
65.87 s given in the International Profile Database for JET90117 and 901083 was varied while the, , v, , andq,
35171 occurred after the beam heating power was turned offyere keep constant. A slightly favorable beta scaling of the
To correct this, the diagnostic time was chosen at a relativelggnfinement time was found in this sc&n.
steady state period of the core discharge, 65'Tlse diag-
nostic times for the other discharges are taken during quasjy. SIMULATION RESULTS
stationary phases of each discharge at the time indicated in
the International Profile Database.

BALDUR integrated modeling simulations were carried
out for the 33 H-mode discharges described in the previous
section, using a combination of the pedestal model together
with the MMM95 core transport model. Statistical analyses
of the simulation results compared with experimental data

TABLE IV. Plasma parameters for the JET isotope scan discharges. are described in Sec. IV A. The sensitivity of the simulation
Tokamak ET JET JET ET results to var|at|on§ in the .pedes;.tal model are p_resented in
discharge 42794 42997 43134 43452 Sec. !V B. Trends in thg S|mulat|.0n results relative to the
type Tritium  Tritum  Deuterium  Hydrogen experimental data are discussed in Sec. IV C.
Isotope Isotope Isotope Isotope L. .
A. Statistical analysis

R (m) 2.95 2.95 2.95 2.95 o
a (m) 0.80 0.80 0.80 0.80 For each of the profile§ion temperature, electron tem-

K 1.70 1.70 1.70 1.70 perature, and electron dengit$he normalized deviatiorg; ,

6 0.30 0.30 0.30 0.30 between thgth experimental data poiX:*® and the simu-

B, (T) 1.77 2.96 1.76 0.97 - sim - .

T : ' : ' lation resultX>™(R.) at the major radiu®R; of the corre-

I, (MA) 1.78 1.78 1.78 0.97 di N tal dat int is defi ]d
T 1o 539 184 136 257 sponding experimental data point is defined as
Zest 3.36 3.17 253 2.09 XSIM( R, ) — X&XP

Paux (MW) 6.74 10.4 7.40 7.40 €= # )

P n (MW) 257 2.18 3.32 2.84 J Xpd

Ene (keV) 160.0 160.0 140.0 98.3 ) . )

Preat (Mo 18V) 0.021 0.036 0.028 0.042 In Qrder to give a_II t_he (_JIeV|at|ons_ across each pr(_)flle equal
N T ped 3.83 4.21 3.36 1.91 weight, each deviation is normalized by the maximum ex-
Toped (keV) 1.47 1.26 1.05 0.80 perimentally measured value for that given profikt® .

eX] . . ..
Tipea (keV) 119 1.36 1.28 0.87 (An alternative choice of normalizing each temperature de-
nSm 3.82 3.06 3.14 1.69 L
Tgﬁ”(');gv) 128 155 137 077 viation by the local temperature, for example, would mag-

) . . . . ) -
g (9 60.6 60.84 62.9 69.6 nify deviations near the edge of the plasma, where tempera-

tures are lowey. The rms deviationo and the offsetf
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TABLE V. Plasma parameters for the DIII-D power,, p, , and g scan discharges.

Tokamak DIII-D DIII-D DIII-D DIII-D DIII-D DIII-D DIII-D DIII-D DIII-D
discharge 77557 77559 81321 81329 82205 82788 90117 90108 99411
type Low Power High Power Lowm, High ng Low p, High p, Low B High B High perf.
R (m) 1.68 1.69 1.69 1.70 1.68 1.68 1.67 1.68 1.66
a (m) 0.60 0.61 0.56 0.58 0.60 0.59 0.58 0.59 0.54
K 1.85 1.84 1.83 1.83 1.71 1.67 1.80 1.81 1.84
6 0.33 0.35 0.29 0.36 0.37 0.35 0.27 0.25 0.56
B (T) 2.00 2.00 1.98 1.97 1.81 0.95 1.60 191 1.63
» (MA) 1.00 1.00 0.99 1.00 1.34 0.66 1.13 1.35 1.20
Ne.19 4.88 5.02 2.94 5.35 5.34 2.86 3.15 6.96 4.72
Zegt 1.68 221 242 1.65 2.13 1.94 2.38 1.83 2.40
Pne (MW) 4.73 13.23 3.49 8.34 5.86 3.25 1.15 5.84 9.16
Py (MW) 1.77 1.78 1.23 1.78 1.76 0.68 1.15 2.13 1.33
Pheat (Ne 1Y) 0.047 0.123 0.065 0.083 0.058 0.063 0.023 0.043 0.111
Ne 4o ped 3.22 3.38 2.13 3.38 3.93 2.28 2.32 6.72 3.47
Toped (keV) 0.55 0.57 0.88 0.44 0.83 0.48 0.41 0.49 121
Tﬁxp'i_,d (keV) 0.44 0.27 1.32 0.55 0.95 0.57 0.38 0.50 1.69
Na19,ped 3.59 3.64 2.18 3.81 3.90 2.03 2.43 5.32 3.47
Thea (keV) 4.00 0.39 0.92 0.46 0.79 0.51 1.00 0.58 1.05
tgiag (S) 2.70 2.70 3.90 3.80 3.66 3.54 2.96 3.09 1.8

between the profile resulting from each simulation and thesimulations using the standard pedestal mogeth C,y

corresponding experimental data is defined as =2.42) are presented in Figs. 1 and 2. It can be seen in Fig.
N 1 that the rms deviations vary from discharge to discharge,

o= /i S &2 ®) and from profile to profile, with a minimum of about 4% and
N = a maximum of about 23%. The normalized offsets shown in

Fig. 2 vary from about-15% to +22%.
Note that five dischargedET discharges 33140, 33465,
13 34340, 35171, and 35174re labeled with an#” in Figs. 1
f= Ng ©  and 2. Experimental data are not available for ion tempera-
ture in these five discharges and, consequently, the ion tem-
whereN is the number of experimental data points in a pro-perature profiles were set equal to the electron temperature
file. profiles in the International Profile Database. As a result,
The normalized rms deviationr and the offsetf are  these discharges were excluded from the average ion tem-
evaluated for each of the three profiles—ion temperatureperature rms deviation and offset described below.
electron temperature, and electron density—for the dis- The average rms deviatian,,—averaged over 28 dis-
charges considered. The results of the statistical analyses f@harges for the ion temperature, and averaged over all 33
discharges for the electron temperature and density
profiles—is about 10% for the ion temperature, electron tem-
TABLE VI. Plasma parameters for the DIII-D elongation scan discharges. perature, and electron density profiles. The average offset,

and

Tokamak DIlI-D DIlI-D DIlI-D DIlI-D favg, is about 1.5% for the ion_temperature profile, 1.0% for
discharge 81499 81507 82188 82183 the electron temperature profile, and 0.7% for the electron
type Low & High « Low « High « density profile. These average statistics are about the same as
R (M) 169 161 169 160 the cor_respondmg statlstlc_:s obtained when profiles from
a (m) 0.61 0.52 0.61 0.52 simulations that use experimental data for the temperatures
K 1.68 1.95 1.65 1.91 and density at the top of the pedestal are compared with
6 0.32 0.29 0.29 0.22 experimental profilegsee Ref. 4
Br (T) 1.91 1.91 1.57 1.63

(MA) 1.35 1.34 1.33 1.33 -
ﬁ‘;lg 481 4.90 6.47 6.87 B. Variation of the pedestal model
Zet 2.33 1.93 1.83 1.95 In this section, the pedestal model is varied in a system-
Prs (MW) 5.74 5.71 3.86 3.85 i i1 order to determine th itivity of th dicted
P (MW) 1,69 142 181 151 atic way in order to determine the sensitivity of the predicte
Preat (Mo 18V) 0.066 0.078 0.035 0.044 prpﬁles to changes in the pedestal .model. Consider the (;oef—
NPy ped 401 3.24 4.97 4.97 ficient Cyy that appears in the equation for the pedestal width
Toped (keV) 0.90 1.20 0.41 0.56 (A=Cyps?). The value ofC,, was determined in Sec. IIB
Ti pea (keV) g-?é ;-ig 2-32 g-gé by minimizing the logarithmic rms deviation between the
22,;95;2\/) 0.01 115 0.55 0.79 predictions of the mod€lEg. (3)] and 533 data points for
t;,’:gd(s) 4.00 38 3775 3775 type 1 ELMy H-mode plasmas from the International Pedes-

tal Database version 3.1. With this valuéy=2.42, ap-
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FIG. 1. Relative rms deviation®s) for the ion temperature, electron temperature, and density profiles produced by simulations using the MMM95 transport
model combined with the standard pedestal mddsing C,,=2.42) compared with experimental data for 33 H-mode discharges listed by DIII-D and JET
discharge numbers.

proximately half of the data points lie below the model andmodel varies, as shown in Fig. 3. As the coeffici€ly is

half lie above the model. The pedestal model with this choicencreased from 2.42 to 4.86, the pedestal temperature model

of Cyy is referred to as the “standard model” in this paper. sweeps through 34% of the data points above the standard
If the value of Cy, is varied, the fraction of the 533 model. Hence, in this paper the pedestal model V@t

pedestal temperature data points that lie above and below the4.86 is referred to as a model that is one standard deviation

o

<
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FIG. 2. Relative offset from the ion temperature, electron temperature and density profiles produced by simulations using the MMM95 transport model
combined with the standard pedestal madsingC,,=2.42) compared with experimental data for 33 H-mode discharges listed by DIII-D and JET discharge
numbers.
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FIG. 3. Fraction of data points for the temperature at the top of the pedestal
that lie below the predicted pedestal temperature as a function of the coef-
ficient in the width of the pedestal.
-5 L s
) o 1 2 3 4 5
above the standard model, since a standard deviation nor- c

mally includes approximately 34% of the points within a
frequency distribution. Correspondingly, as the coefficient™!G- 4. Relative rms deviation for the ion temperature profiéesid circles

- d electron temperature profilepen circleg as well as the relative offset
CW is decreased from 2.42 to 1.18, the pedeStal temperatu%; ion temperature profile&olid squaresand electron temperature profiles

model sweeps through 34% of the data points below thegpen squarasobtained from simulation profiles compared with experimen-
standard model. Hence, in this paper, the pedestal modell data for 33 H-mode discharges, for three values of the coefficient in the

with C,y=1.18 is referred to as a model that is one standardvidth of the pedestalGy,=1.18, 2.42, and 4.96
deviation below the standard model. In determining this

range of variation from one standard deviation above to ONg iith (i.e., simulations usin@y,=1.18, 2.42, or 4.86 The
.., wW— +- l . 1 .

standard deviation below the standard model, there is no A3tatistics for the density profiles are not as important as the

sumpt!on n;adeGabou't thz'dtlsfglli;thon fOf terf[ejesg.,bno a5 statistics for the electron and ion temperature profiles. This is
sumption of a Laussian distrbutiprin fact, it can be Seen .5, se the electron density profile is relatively tightly con-

n Fig. 3_that the fraction of the data points is not a SYMMetgirained by the condition that the average density in the
ric function of Cy.

Integrated modeling simulations were carried out for a"simulation 's required to match the average density in the
. . . experiment and the shape of the electron density profile is
33 H-mode discharges using the pedestal model @i P P y P

o relatively flat in these H-mode plasmas. Given these con-
=1.18, 2.42, and 4.86. The average rms deviation and offs . . ) . ) i )
(as defined in Sec. IV Afor the ion and electron temperature es&ramts, the density profile predicted by the simulation can

S . L not differ significantly from the experimental density profile.
profiles in all 33 H-mode discharges are shown in Fig. 4 forIn contrast, the temperature profiles are not constrained and,

Lhetrt]hreei:l/flunes ;ﬁw . Thefalmz\gerigs r“ms forle\r::atlt())n,tslhg;vr; so, the comparison between the simulated and experimental
y the points near the 1op oTFig. < varies from abou o5 emperature profiles provides a more stringent test of the

1.5% as the pedestal model is varied over a standard devi redictive capability of the model than the corresponding
tion above or below the standard model. It can be seen fro omparison of the density profiles
the lower points in Fig. 4 that the standard pedestal mode(f '
(with C\y=2.42) yields an average offset that is less than . _ .
1.5% for both the electron and ion temperature profiles,c' Trends observed in the simulations
while the pedestal models that are one standard deviation A careful inspection of the offsets shown in Fig. 2 re-
below and above the standard model produce average offsetealed that the offsets for the temperature profiles tend to be
for the electron and ion temperature profiles that are aboytositive for discharges with low heating power and negative
—4.5% and+9.5%, respectively. Note that the average off-for discharges with high heating power. One way to demon-
set from the standard pedestal model is smallL(5%) even strate this trend is to plot the offset for each electron and ion
though the pedestal and core models were developed indeemperature profile as a function of the heating power per
pendently. That is, the pedestal model was calibrated againptasma particle, as shown in Fig. 5, for simulations using the
533 data points from the International Pedestal Databasstandard pedestal model. In this figure, the horizontal axis
while the Multi-Mode core transport model was calibratedindicates the total heating powéviW) divided by the prod-
against a relatively small number of discharges in 1995 and itict of the line averaged electron densifin units of
has been held fixed since then. 10'° particles per ) times the plasma voluméapproxi-

For the density profile, the average rms deviation is apmated by 2r°Ra’«). The vertical axis is the offset, com-
proximately 10% and the average offset is less than 1.5%puted from simulations using the standard pedestal model,
independent of the model used for the pedestal temperatufer the ion temperature profiléshown as open circles for

Downloaded 02 Nov 2003 to 128.180.100.58. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/pop/popcr.jsp



Phys. Plasmas, Vol. 10, No. 11, November 2003 Integrated predictive modeling of H-mode tokamak plasmas . . . 4367

20 S : . 2.0
%4
X
o O o
9o
107 x o) o
®Q
O ¥ x © e
32 X %O " © Oo °
% o XFQ -ll\— E O@ © o ob
,.“2 0 oon . é_ 1.0 5 UO B
© 5 M " ’ £ o B
0% o 'ﬁ§ S mw
x X o s o ot o
-10 o, o o o
o (o]
0 +
-20 ‘ :
0.5 : :
0 o ([)I-V(I)\fvl o V[r?‘f]) 0.15 0 0.05 0.1 0.15
heat eto Py MWY/(n, ,,VIm®])

. ) 9 .
FIG. 5. Offset as a function of heating pow®W) per 10° particles, from FIG. 6. Ratio of pedestal beta from simulations divided by pedestal beta

simulations using the standard pedestal md@déth C,,=2.42). Offsets for - . AT

; - . ] from experimental data shown for 32 discharges on a logarithmic scale as a
ion temperature profiles are shown as circles for JET discharges and squargs .o of heatin owetMW) per 10° particles. Points from JET dis-
for DIII-D discharges. Offsets for electron temperature profiles are shown a%har es are showg gs circles wh?le oints from DiII-D discharaes are shown
crosses for JET discharges and pluses for DIII-D discharges. 9 P 9

as squares. One outlier point is omitted.

JET discharges and open squares for DIII-D discharged  primarily by the predictive pedestal model or by the core
the offset for the electron temperature profighown as transport model, or possibly by the two models working to-
crosses for JET discharges and pluses for DIII-D dischargesgether. In an effort to answer this question, the ratio of the
These are the same offsets that are shown in Fig. 2 for the 3@mulation pedestal beta to experimentally measured pedestal
discharges simulated in this paper. It can be seen in Fig. beta is plotted on a logarithmic scale in Fig. 6 as a function
that the temperature profiles tend to be overpredi¢iredi- of the heating power per particlghe same variable that is
cated by a positive offsgat low values of the heating power used on the horizontal axis in Fig).80ne outlier point at
per particle and they tend to be underpredidieebative off-  Ppeqf (nV)=0.023 andBped Bre=2.63 was omitted from
sed at higher values of power per particle. In general, mosthis plot. Note that the prediction of the pedestal relative to
of the JET discharge&shown as circles and crosses in this experimental data at the pedestal does not have a pronounced
figure) have lower power per particle and higher offset thantrend as a function of the power per particle. Since there is
the DIII-D dischargegshown as squares and plugsdscan  no significant trend in the predictions of the pedestal model
also be seen in Fig. 5 that the range of offset valuesompared with experimental data, we conclude that the ten-
(—15% to +19%) is much larger than the average offsetdency to overpredict the core temperature profiles at low
(<1.5%) shown in Fig. 4. power per particle is produced more by the core transport
Note that burning plasma experiments, such as ITER anthodel than by the pedestal model.
FIRE, are expected to have rather low values for the heating The rms deviation for  Bpeg—that is
power per particle, compared with present-day tokamal@(ﬂzgjﬁgég—l)Z/N—is about 4.2%(with the outlier point
experiment$? In the ITER design, wittP},.,= 134 MW and  removed. Since the predicted pedestal temperature is in-
Ne1o=10, a=2m, R=6.2m, and k=17, the heating versely related to the pedestal density, it turns out that the
power per particle i,/ (Ne10V) =0.016, in terms of the pedestal pressure am};'ggare insensitive to the pedestal den-
units used in Fig. 5. For the FIRE design, witP.,;  Sity. However, the choice of pedestal density does matter
=60 MW and ng;=50, a=0.6 m, R=2.14 m, and« when computing the pedestal temperature. If the predicted
=1.76, the heating power per particle Bygqf(Ne19V) pedestal density is used, then the rms deviation for the pre-
=0.045. Even though the heating power is high in thesalicted pedestal temperature is about 3.6%th the outlier
burning plasma experiments, the number of plasma particlgsoint removedl If the experimentally measured pedestal
is so much larger than in present-day experiments that thdensity is used, then the rms deviation for the predicted ped-
power per particle is relatively small. Hence, the simulationestal temperature is about 1.6% for the discharges considered
protocol used in this paper is likely to overpredict the tem-in this paper. Even though the error is less when the experi-
perature profiles by about 10% in ITER and by a few percententally measured pedestal density is used, a model is

in the FIRE burning plasma experiment design. needed in which both the density and the temperature are
The next issue considered is whether this tréhdt the  predicted in the pedestal.
offset decreases as the power per patrticle incre@seaused Increasing the stiffness of the model would probably
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FIG. 7. Profiles for ion temperatufgp), electron temperaturegmiddle), and electron densitgbottom) are shown as a function of minor radius for the low
power per particle JET discharge 351@&t) and the high power per particle DIII-D discharge 77%68ht). In each panel, dots represent experimental data,
while the results are shown for simulations using the standard nisoléd curve$, one standard deviation above the standard m@iteted—dashed curvgs
and one standard deviation below the standard m@helhed curves

make the trend in the offset as a function of power per parperature using the standard moédlid curve in the top two
ticle worse because the temperature profiles would be legsanels on each siglare systematically higher thaoverpre-
responsive to the power per particle. Suppose, for examplelicts) the experimental dat&epresented by dots in Fig) 7
that the stiffness of the model were increased in a giveror the low heating power per particle discharge 35156 and
simulation. At high power per particle, the simulated tem-systematically lower thariunderpredicts the experimental
perature profile would decrease with increasing stiffnessgata for the high heating power per particle discharge 77559.
Hence, the negative offsets at high power per particle in FigThese results are consistent with the trend described in the
5 would become more negative as the stiffness of the modehst section of a positive offsefsimulation profile higher
were increased. o . than experimental datafor discharges with low heating

~ Itis possible that the omission of flow shear in these,yer per particle and a negative offgsimulation profile
simulations might be responsible for the observed trend i, er than experimental datéor discharges with high heat-
the offset as a function of power per particle. Since all themg power per particle. As shown in Fig. 7, the conditions at
neutral beam injectiofNBI) is in the same directioteither the boundary of the simulations that used the standard ped-
co or counterin the JET and DIII-D tokamaks, and since the estal model(at the right edge of the solid curve in each
toro?dal momentum source rate in Fhe plasma Is roughly prObane) nearly match the corresponding experimental data.
portional to the NBI power per particle, it would be expeCteo'ConsequentIy, the differences between the simulated profiles

that flow shear would be larger in discharges with highand the experimental data are the result of the core models
power per particle and smaller in discharges with low power . pet ) _
sed in the simulations—either the core transport model or

per particle. Hence, flow shear effects would be expected t i
e models used for sources and sinks.

reduce transport to a greater extent and, therefore, to increa : _ )
h Simulations using the pedestal models that are one stan-

the temperature and to increase the offset in discharges wit o
high power per particle. dard deviation above and below the standard pedestal model

are also shown in Fig. 7. It can be seen that the temperature
_ profiles shift nearly rigidly up and down as the pedestal
D. Profile shapes model is changed from the standard mo¢salid curve to
Profiles are shown in Fig. 7 from simulations using theone standard deviation aboteotted—dashed curyand be-
three variations of the pedestal model compared with experiow (dashed curvethe standard pedestal model. The differ-
mental data for a discharge with low heating power per parence between the predicted profiles is more pronounced in
ticle (JET discharge 3515@&nd a discharge with high heat- the discharge with low heating power per particle. The den-
ing power per particlgDIII-D discharge 77558 It can be  sity profiles resulting from these simulatiofisottom panels
seen that the simulation profiles for electron and ion temyemain nearly unchanged as the pedestal temperature model
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is changed, since the pedestal density model remains the Normalized Profiles
same in all the simulations.

The central ion temperature is considerably higher than
the central electron temperature in the discharge with high
heating power per particlédischarge 77559 on the right-
hand side of Fig. Ywhile the central electron and ion tem-
peratures are more nearly the same in the discharge with low
heating power per particl@ischarge 35156 on the left-hand
side of Fig. 7. This is true for the temperature profiles pre-
dicted by the simulations, as well as the corresponding ex-
perimentally measured temperature profiles. In general, the
discharges with high heating power per particle were found
to have central ion temperatures higher than central electron
temperatures, while the discharges with low heating power
per particle were found to have central electron and ion tem-
peratures that were nearly equal. This is significant because it
is known that the growth rate of the ion temperature gradient
(ITG) mode and the resulting transport driven by the ITG 0.4 [— JET 35156 N
mode are reduced aF; /T, is increased. Since the ITG 0.2 |-- DII-D 77559 ]
mode is the dominant contribution to the Multi-Mode trans- 0_8‘ P T T ]
port model in the core of the plasma, the increas@;ifil
causes a reduction in transport and an increase in both tem-
peratures. FIG. 8. Normalized profiles for ion temperatuftep), electron temperature

The central ion temperature is Iarger than the Centra‘middle), and glectron densitgbottom are shpwn as afunction of normal-

. . . . ized minor radius for the low power per particle JET discharge 3%46kd
e_leCtrc_m temperature in dBCh?‘rgeS W!th high power per pa'rITnes) and the high power per particle DIlI-D discharge 775&fshed
ticle discharges because the ion heating power is larger thaies).
the electron heating in those discharges. The physical reasons
for this trend can be understood in the following way. First,
the Ohmic heating power, which is almost entirely to thethe discharge with high power per particle. This change in
electrons, becomes less significant as the auxiliary heatinthe shape of the power deposition profile, however, could at
power is increased. The second reason has to do with tHeast partly be a response to the temperature and density
way NBI heating is affected by the electron temperaturepeaking, rather than the main cause.
which can be described in the following way: Each fast ion ~ Another significant difference that was found between
produced by neutral beam injection transfers most of its enthe two discharges is the shape of the thermal diffusivity
ergy to thermal electrons until it slows down below a critical profile for each discharge. The normalized half width of the
energy, after which it transfers most of its energy to thermalon thermal diffusivity profile changes from 0.53 in the low
ions2° That critical energy increases with increasing electrorpower per particle discharge to 0.83 in the high power per
temperature, which, in turn, increases with increasing heafparticle discharge. This change in the shape of the diffusivity
ing power per particle. Since the initial energy of the NBI profile is consistent with the observation that the growth rate
fast ions is independent of the NBI heating power, the gamf the ITG mode decreases &s/T, increases. Hence, the
between the initial fast ion energy and the critical energysequence of physical effects can be understood in the follow-
decreases as the critical energy increases. Hence, increasiing way: As the power per particle is increased from one
the heating power has the effect of increasing both the eledischarge to another, the fraction of the power to the ions
tron and ion temperature, which increases the critical energyncreases over the fraction of the power to the electrons. This
which decreases the gap between the initial NBI fast iorcauses the central ion temperature to become larger than the
energy and the critical energy, which increases the fraction ofentral electron temperature, which, in turn, causes the ther-
power transferred to the thermal ions, which increases thenal and particle transport driven by the ITG mode in the
ion temperature over the electron temperature. deep core of the plasma to decrease relative to the transport

Finally, the profiles normalized by their central valuesnear the edge of the plasma. As a result, the temperature and
are shown in Fig. 8 for the same two discharges that areensity profiles become more peaked.
shown in Fig. 7. It can be seen from the normalized profiles
in Fig. 8 that th_e tempera'.cure _and der_lsny profiles are MO~ NCLUSIONS
peaked in the discharge with high heating power per particle.

There are several possible causes for this profile peaking. For In this paper, an integrated modeling protocol is used to
example, the NBI power deposition profile is somewhatpredict the temperature and density profiles in H-mode plas-
more peaked in the simulations of discharges with highemas and to compare those profiles with experimental data
power per particle. In particular, the half width of the NBI from 33 discharges in the JET and DIII-D tokamaks. The
deposition profile divided by the minor radius changes fromprotocol consists of the following parts: A pedestal model is
0.70 in the discharge with low power per particle to 0.55 inused to predict the temperature and density at the top of the

T,/ T(0)

T,/ T,(0)

n, /n,(0)
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