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Abstract
The GLF23 and multi-mode core transport models are used along with models for the H-mode pedestal to
predict the fusion performance for the International Thermonuclear Experimental Reactor, Fusion Ignition Research
Experiment, and IGNITOR tokamak designs. Simulations using combinations of core and pedestal models have also
been compared with experimental data for H-mode profiles in DIII-D, JET, and Alcator C-Mod. Power-independent
(ballooning mode limit) and power-dependent pedestal scalings lead to very different predictions when used with
the core models. Although the two drift-wave transport models reproduce the core profiles in a wide variety of
tokamak discharges, they differ in their projections to burning plasma experiments for the same pedestal parameters.
Differences in the core transport models in their response to the ion temperature gradient (i.e. their stiffness) and
impact of the power dependence of the H-mode pedestal on fusion performance predictions are discussed.

PACS numbers: 52.65.-y, 52.25.Fi, 52.55.Fa

1. Introduction

Predicting the confinement properties in future tokamaks
requires an understanding of the underlying physical
mechanisms responsible for transport losses. It has long
been believed that drift-wave turbulent transport is the
dominant mechanism responsible for the radial transport
losses of particles, energy, and momentum observed in
tokamaks. Since fully kinetic turbulence simulations of time-
evolving plasma profiles remain impractical, reduced transport
models have been derived from first principles simulations
to describe the particle, heat, and momentum fluxes due to
ion temperature gradient (ITG), trapped electron (TEM), and
electron temperature gradient (ETG) modes. These models
for ‘anomalous’ transport have been incorporated into various
transport codes and used along with models for neoclassical
transport losses due to Coulomb collisions to predict the
flux-surface-averaged radial fluxes of heat, particles, and
momentum.

Drift-wave based models have demonstrated a surprising
level of success in predicting experimental profiles from a wide
range of tokamaks [1–17]. However, in previous integrated
modelling simulations, experimental data were needed to
provide the temperatures, densities, and rotation near the
boundary. Models for the boundary conditions are clearly

needed in order to make integrated modelling codes more
predictive. This is a particularly sensitive issue in predicting
the fusion performance in simulations of proposed burning
plasma experiments focused on high confinement (H-mode)
operation. It is known that the predicted performance of fusion
reactor designs (i.e. the predicted fusion power production)
is sensitive to the temperature and density at the top of the
H-mode pedestal. Here, it is shown that the power dependence
of the pedestal height is a critical issue.

In this paper, we use the GLF23 [2] gyro-Landau-fluid
and the multi-mode (MM95) [3, 4] fluid-based drift-wave
transport models along with several pedestal models to predict
the fusion performance in the International Thermonuclear
Experimental Reactor (ITER) [18, 19], Fusion Ignition
Research Experiment (FIRE) [20], and IGNITOR [21–24]
burning plasma experiments. In section 2, an overview of the
simulation methodology is provided including a description of
GLF23 and MM95 core transport models. These are transport
models that have been widely tested against experimental data.
The models for the H-mode pedestal that are used in this
study are also described. In section 3, results are shown
where the GLF23 and MM95 transport models are used along
with several pedestal models to predict the profiles that are
compared with the experimental profiles from the DIII-D [25],
Joint European Torus (JET) [26], and Alcator C-Mod [27]
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tokamaks. In section 4, the predictions for the three burning
plasma devices are described and their fusion performance
is assessed. Here, we show that using different pedestal
scalings coupled with the core models can lead to very different
predictions for the proposed burning plasma experiments.
Finally, in section 5 the consequences associated with stiffness
in the core transport and the possible power dependence in the
scaling of the H-mode pedestal are discussed.

2. Simulation methodology

In this section, we provide an overview of the GLF23 and
MM95 core transport and H-mode pedestal models used in
this study. A description of the simulation methodology used
for the combined core and pedestal modelling of H-mode
experimental data and burning plasma experiments is also
provided.

2.1. The GLF23 transport model

The GLF23 transport model [2] uses drift-wave linear
eigenmodes to compute the quasi-linear energy, toroidal
momentum, and particle fluxes due to ITG/ETG and TEMs.
The model differs from other drift-wave-based transport
models in that it includes kinetic effects through the use of
gyro-Landau-fluid equations. It also includes the effects of
E × B shear flow and Shafranov shift (α) stabilization. The
transport is computed using a spectrum of eigenmodes with
ten wavenumbers for the ITG and TEM and ten wavenumbers
for the short wavelength ETG modes. Here, the logarithmic
ky spectrum ranges from 0.02 to 0.5 for the ITG/TEM modes,
with the same wavenumbers simply scaled up by the square
root of the mass ratio for the ETG modes. The fluxes were
originally normalized to give the same ion thermal energy flux
as obtained in a set of nonlinear gyro-Landau-fluid simulations
of ITG/TEM modes [2]. The norm factor was then applied
to all channels of transport for both the ITG/TEM and ETG
modes.

Since publication of the 1996 GLF23 model, it has been
found that fully kinetic nonlinear simulations [28] predict a
factor of approximately one quarter of the ITG transport that
was previously predicted by gyro-Landau-fluid simulations for
the plasma parameters that were used to normalize GLF23.
Also, recent nonlinear simulations of ETG modes show that
the electron energy flux due to ETG modes can be much larger
than estimated from simply rescaling ITG results using the
electron-to-ion mass ratio [29]. However, it is not yet possible
to perform a fully kinetic nonlinear simulation of ETG modes
with all the physics included (i.e. physics associated with both
electrons and ions). It was therefore decided to determine
the best fit value of the ETG mode coefficient in the model
using experimental data. Since the proposed tokamak burning
plasma experiments are based on the H-mode operational
regime, a database of 50 H-mode discharges from JET, DIII-D,
and C-Mod was used to determine the best fit value of the ETG
mode coefficient. With the exception of the C-Mod discharges,
most, if not all, were Type I ELMy H-mode discharges. The
ETG coefficient was varied and the best fit value determined
to yield a zero offset in the predicted pedestal-corrected stored
energy (i.e. subtracting the stored energy outside the H-mode

pedestal boundary condition) for the data set. Compared
with the original model, the normalizing coefficient for the
ITG/TEM modes is reduced by a factor of 3.7 to be consistent
with GYRO [30] nonlinear gyrokinetic simulations, while the
ETG mode coefficient is increased by a factor of 4.8. The
linear mode growth rates and frequencies are used in the
quasi-linear mixing length rule for the diffusivities. The trial
wavefunction is not altered by the renormalization. There is
also a nonlinear n = 0 radial mode damping rate that also
enters into the formula. The saturation levels were determined
from nonlinear ITG mode gyrokinetic simulations using the
GYRO code. These simulations assumed adiabatic electrons
while GLF23 has TEM effects. The trapped particle effects in
GLF23 were, of course, turned off for the comparisons of the
ion thermal diffusivity from the GYRO runs.

Hence, the original version of the GLF23 model has been
renormalized using nonlinear gyrokinetic simulations. The
only difference then in this version of the model compared
with the original model is that the ITG/TEM norm factor has
changed and a new norm factor for the ETG modes has been
introduced. The quality of the fit using the new GLF23 model
is shown in figure 1. The renormalized GLF23 model has an
rms error of only σW = 8.7% over the data set, which is a small
improvement over the original GLF23 model (σW = 10%). It
is important to note that the purpose of the renormalization was
not to improve agreement between the model predictions and
experimental data but rather to improve agreement between the
model and first principles theory i.e. turbulence simulations.
Here, the rms error is defined as

σW =
√∑

i (Wmi/Wxi − 1)2

N
, (1)

where i is the discharge index, N is the total number
of discharges, and Wm,x refer to the model predicted and
experimental stored energies, respectively.
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Figure 1. GLF23 predicted (renormalized) versus experimental core
stored energy with boundary conditions enforced at ρ̂ = 0.8 for
H-mode discharges from the DIII-D, JET, and C-Mod tokamaks.
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2.2. The MM95 transport model

The MM95 transport model [3,4] is a drift-wave-based model
developed in 1995 that combines the Weiland ITG/TEM
model together with models for the drift-resistive and kinetic
ballooning modes. The Weiland fluid-based model is a
dispersion type model that computes the quasi-linear energy
and particle fluxes due to ITG and TEM modes. It includes
the effects of impurities, parallel ion motion, finite Larmor
radius, and finite β in the strong ballooning approximation, as
described in [3]. The effective radial diffusivities are computed
from the linear eigenmodes assuming a single wavenumber,
kθρs = 0.316, and a mixing length rule of the form

χ ∝ γ 3/k2
x

(ω − (5/3)ωD)2 + γ 2
, (2)

where γ is the mode growth rate, ω is the mode frequency,
ωD is the diamagnetic drift frequency, and kx is the radial
wavenumber. As described in reference [3], all the anomalous
transport contributions in the MM95 model include the factor
κ−4, where κ is the elongation (height divided by width)
of each local flux surface. The MM95 model has included
this elongation factor in all the comparisons that have been
made between the results of simulations and experimental
data [5, 11–15]. Previous simulations using the MM95 model
in the BALDUR code have yielded average rms errors in the
stored energy of H-mode discharges in the range 10–15% with
corresponding errors in the density and temperature profiles of
less than 20% [5, 13, 14, 31].

2.3. Models for the H-mode pedestal

Recently, the International Tokamak Physics Activity (ITPA)
H-mode and Pedestal Database groups [32–35] have
assembled a common database of ELMy H-mode tokamak
discharges containing both pedestal and core stored energy data
as well as pedestal temperatures, densities, and other plasma
parameters. Utilizing these data, empirical models have been
developed to predict the temperature and density at the top of
the pedestal near the edge of H-mode plasmas. In an effort to
enhance our predictive capability of tokamak confinement,
these pedestal models have been implemented in transport
codes to provide predictive boundary conditions for integrated
modelling simulations. The pedestal models can be broken
into two types. One type consists of magnetohydrodynamic
(MHD) limit models, where it is assumed that the pressure
gradient in the pedestal region is determined by MHD
stability limits. Another type of pedestal model, sometimes
called a thermal conduction model, assumes that thermal
conduction losses are the dominant loss mechanisms in
the pedestal and that thermal losses associated with ELM
activity are comparatively smaller. One important difference
between these two types of pedestal models is that MHD
limit models are power-independent, whereas the thermal
conduction models tend to have a loss power dependence.

In this paper, an MHD limit pedestal model is constructed
that assumes that the edge pressure gradient is limited by
high-n ideal MHD ballooning modes and the pedestal width
is proportional to the major radius times the square root of
poloidal beta, 
 ∝ R

√
βp [36]. The safety factor and

magnetic shear that are used in the ballooning mode limit
are computed one pedestal width from the separatrix and are
reduced by the effect of the bootstrap current. The pedestal
temperature model is calibrated using 533 data points from the
International Pedestal Database (v.3.1) based on experimental
data from JT-60U, ASDEX-U, JET, and DIII-D. The formula
for the pedestal temperature is given by

Tped = 0.034

(
BT

q

)4 [
a(1 + κ95)

Ip

]2 (
α2

c

nped

)
, (3)

where BT is the toroidal field (T), q is the safety factor at the
top of the pedestal, a is the plasma minor radius (m), Ip is the
plasma current (MA), nped is the pedestal density in 1020 m−3,
and αc is the critical MHD α parameter. Here, αc is given by

αc = 0.4ŝ[1 + κ2
95(1 + 5δ2

95)], (4)

where ŝ is the magnetic shear and κ95 and δ95 are the elongation
and triangularity at the 95% flux surface. It should be noted
that equation (3) is a nonlinear equation for Tped since the
safety factor and magnetic shear are computed one pedestal
width, 
, from the separatrix, and 
 is itself a function of
Tped [36]. The safety factor has a logarithmic singularity at
the separatrix and, in addition, the magnetic shear in the steep
gradient region of the pedestal is reduced by the effect of the
bootstrap current. This model, shown in figure 2(a), has an rms
error of 32.9%. The same data yield an empirical model for
the pedestal density proportional to the line-averaged density
(nped = 0.71n̄e), which has an rms error of 12.1%, as shown in
figure 2(b). Other models for the pedestal temperature based on
the pressure gradient limited by high-n ballooning modes and
different scalings for the pedestal width are described in [36].

The other pedestal models considered in this paper
include two power-dependent models constructed by the
ITPA Confinement and Pedestal Database groups. The first
model follows from a free-fit to 444 observations from seven
tokamaks and satisfies the Kadomstev constraint [31, 37].
The formula for the pedestal stored energy corresponds to
equation (2) given in [38],

Wped1 = 0.000 73I 1.45±0.11R1.54±0.14P 0.16±0.03n̄0.08±0.05

× B0.32±0.09κ1.78±0.19
a ε−1.74±0.29M0.2F 2.27±0.20

q , (5)

where I is the plasma current (MA), R is the major radius
(m), P is the thermal loss power (MW), n̄ is the average
electron density (10−19 m−3), B is the toroidal field (T), κa is
the elongation at the last closed flux surface, ε is the inverse
aspect ratio, M is the atomic mass, and Fq is a shaping factor
(q95/qcyl). Here, qcyl is defined as (5κaa

2B)/(RI). The other
power-dependent formula (equation (3) in [38]) follows from
an elimination of Type III ELMy data and is given by

Wped2 = 0.014I 1.60±0.06R1.36±0.09P 0.29±0.03n̄−0.07±0.04

× B0.31±0.05M0.2F 2.34±0.17
q . (6)

It should be noted that this formula has a stronger power
dependence than Wped1 and lacks any dependence on inverse
aspect ratio and elongation.
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Figure 2. (a) Pedestal temperatures from the International Profile
Database [1] compared with the R

√
βp model predictions.

(b) Pedestal densities from the database compared with the model
nped = 0.71n̄e.

2.4. Combined core transport and pedestal modelling
methodology

The results obtained using the renormalized GLF23 transport
model were carried out using the XPTOR transport code [6].
For the combined core and pedestal modelling of experimental
H-mode discharges, the temperature profiles were predicted
while taking the density, toroidal rotation, and safety factor
profiles from experimental analyses. The equilibrium data,
sources, and sinks were obtained from an experimental power
balance analysis carried out using the TRANSP [40] or
ONETWO [41] code. The boundary conditions were enforced
at a normalized radius of ρ̂ = 0.85. Here, ρ̂ = ρ/ρ(a) is
the normalized toroidal flux and a is the minor radius. When
the pedestal models were employed, the values for Tped were
computed from the pedestal scalings, taking nped from the
experimental data at ρ̂ = 0.85. The effects of E × B shear
and Shafranov shift stabilization were computed using the
model-predicted temperature profiles. The poloidal velocity
was computed using a collisionless neoclassical estimate [42].

In the burning plasma simulations using the GLF23 model,
the temperature profiles were evolved to steady-state holding
the plasma geometry, safety factor profile, density profiles,
effective charge, Zeff , and auxiliary heating power deposition

profiles fixed in time. For simplicity, we assumed the same
elongation and triangularity, monotonic safety factor, and
density profile shape for the three burning plasma devices to
facilitate a uniform assessment. The Zeff profile was assumed
to be flat, and carbon was the only impurity included. The
sources and sinks due to Ohmic heating, alpha heating, and
radiation were self-consistently computed using the model-
predicted temperature profiles. While no toroidal rotation was
assumed for ITER, FIRE, or IGNITOR, the poloidal velocity
and pressure gradient terms in the radial electric field still
contributed. Overall, the E × B shear effects were found
to be small. For the Ohmic heating power, we assumed
a fixed current density profile and used the neoclassical
resistivity given by Hirshman et al [43]. For the radiative
losses we computed the bremsstrahlung radiation from the
NRL plasma formulary [44] and synchrotron radiation by
Trubnikov [45] assuming that 50% of the radiation is reflected
by the walls and absorbed in the plasma. No sawteeth
or any other MHD activity were considered in the GLF23
simulations. The boundary conditions were enforced at a
normalized toroidal flux of ρ̂ = 0.95. For the density profile,
we used a mildly peaked profile with the electron density at
ρ̂ = 0.95 equal to 85% of the line-averaged electron density.
The electron density profile was obtained from a fit to the
predicted density profile from BALDUR simulations using
the MM95 model.

The results obtained using the MM95 transport model
were carried out using the BALDUR transport code [46].
The BALDUR predictive integrated modelling code contains
a variety of modules for computing sources, sinks, transport,
boundary conditions, and the effects of large-scale instabilities.
Profiles are predicted as a function of radius and time for
the electron temperature, ion temperature, hydrogenic and
impurity ion and neutral particle densities, electron density,
magnetic q, Ohmic heating, alpha heating, distribution of fast
alpha particles, and shapes of the magnetic flux surfaces. In
addition, the effect that periodic sawtooth crashes have on all
the axisymmetry profiles are computed, including fast ions.
Here, we examined the steady-state profiles after sawteeth have
been turned off.

In MM95 simulations with the BALDUR code, input
values are prescribed as a function of time for the shape of the
plasma boundary, the plasma current, the toroidal magnetic
field at the boundary, the line- or volume-average electron
density, the relative impurity ion densities at the boundary, and,
in the case of radio frequency heating, the auxiliary heating
power profile. In the case of neutral beam injection (NBI)
heating, input values are used to describe the geometry of
the beam line, the energy and isotope of the neutrals, the
full, half, and third fractions of the neutrals, and the power
passing through the boundary of the plasma. During the Ohmic
and L-mode stages of each simulation, the electron and ion
temperatures, as well as all the ion densities, must be prescribed
at the boundary of the simulation. During the H-mode
stage of each simulation, only the relative concentrations of
hydrogen isotope and impurity densities are prescribed, while
the electron density and the electron and ion temperatures are
predicted from the pedestal model.

In simulations of existing tokamak experiments using the
MM95 model, the simulation boundary is placed at the top of
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Table 1. Reference design parameters for the ITER, FIRE, and
IGNITOR tokamaks.

Device ITER FIRE IGNITOR

R0 (m) 6.20 2.14 1.32
a (m) 2.00 0.60 0.45
κa 1.78 1.80 1.80
δ 0.40 0.40 0.40
BT (T) 5.30 10.0 13.0
Ip (MA) 15.0 7.70 9.0
q95 3.0 3.0 3.0
n̄e(1020 m−3) 1.03 5.88 8.69
n̄e/nG 0.85 0.70 0.60
Z̄eff 1.50 1.40 1.20
V (m3) 830 27.0 9.50
Paux (MW) 40.0 20.0 10.0
PLH (MW) 49.2 26.3 22.2

the electron density pedestal, which is generally more clearly
defined than the electron or ion temperature pedestals. In
simulations of ITER, FIRE, and IGNITOR, the simulation
boundary is placed at the minor radius given in table 1. In
the ITER simulations, there is a ramp in the plasma current,
density, and auxiliary heating power during the first 20 s.
Sawtooth oscillations are turned off at 295 s in order to provide
reproducibly steady-state conditions at 300 s, which is used
as the diagnostic time. The impurity concentration at the
boundary of the ITER simulations is taken to be 2% beryllium,
0.12% argon [19], and 0.1% helium. In the FIRE simulations,
the current and density ramps occur during the first 7 s,
sawtooth oscillations are turned off at 19 s, and the diagnostic
time is at 21 s. The impurity concentration at the boundary
of the FIRE simulations is taken to be 3% beryllium. In the
IGNITOR simulations, the current and density ramps occur
during the first 4 s, sawtooth oscillations are turned off at 7 s,
and the diagnostic time is at 8 s. The impurity concentration at
the boundary of the IGNITOR simulations is taken to be 1.7%
beryllium. For the three devices, the impurity concentration
levels yielded Zeff values of 1.5, 1.4, and 1.2 for ITER, FIRE,
and IGNITOR, respectively, to allow uniform comparison with
the GLF23 results. Beryllium coating of the first wall is
assumed for all three devices [18, 20, 21]. The reason that
sawtooth oscillations are turned off before the diagnostic time
is that a transient in the alpha power delivered to thermal
electrons and ions is observed after each sawtooth crash in
the BALDUR simulations. Steady-state profiles were desired
so that uniform comparisons with the GLF23 results could be
made. During the fusion burn, a helium concentration of less
than about 2% accumulates within the plasma of each device.

The BALDUR code, using the MM95 transport model,
predicts the time evolution of the ion density profiles for
deuterium, tritium, helium, and the impurities. In the
simulations of ITER, for example, the impurities are beryllium,
argon, and helium. At the boundary of the ITER simulations
(that is, at the top of the pedestal), the beryllium density is
prescribed to be 2% of the electron density, the argon density is
0.12% of the electron density, and the helium density is 0.10%
of the electron density, and equal densities are prescribed
for the deuterium and tritium ions. At the end of the ITER
simulation (after 300 s), it is found that the central helium
density builds up to about 1.8% of the central electron density,
while the central beryllium density is 1.5% and the central

argon density is 0.07%. In the FIRE simulations, the beryllium
density at the edge of each simulation is prescribed to be 3% of
the electron density, while the helium density is 0.1% and there
are no other impurities. At the end of the FIRE simulations,
the central beryllium is found to be about 2.4% of the central
electron density and the central helium accumulation remains
below 0.5%. In the IGNITOR simulations, the edge beryllium
density is specified to be 1.7% and the helium density to be
0.1% of the edge electron density. At the end of the IGNITOR
simulations, the central beryllium density is approximately
1.5% and the helium density remains below 0.4% of the
electron density.

Although the BALDUR code follows the time evolution
of the individual ion density profiles for deuterium, tritium,
and each of the impurity species, the MM95 model, in terms of
transport, considers only a single aggregate hydrogenic species
and a single aggregate impurity species. Input parameters for
the MM95 model at each radius, such as the ion charge or
mass, are computed as density-weighted averages over the
individual hydrogenic or impurity ion species. The MM95
model computes a single particle transport coefficient for
the hydrogenic ions and a single coefficient for the impurity
ions. The density profiles of the individual hydrogenic and
impurity species evolve independently in response to the
different sources, sinks, and boundary conditions for the
different species, as well as transport and the effect of sawtooth
oscillations.

Note that the GLF23 has been calibrated against
experimental data using the XPTOR code, but not in the
BALDUR code. Conversely, the MM95 model has been
calibrated against experimental data most extensively using
the BALDUR code. Consequently, in simulations of burning
plasma experiments, each model has been calibrated in the
code in which the model has been validated.

3. Transport simulations of experimental data using
pedestal scaling boundary conditions

In the past, predictive integrated modelling simulations have
generally been performed using experimental data to determine
the boundary conditions for the density, temperature, and
toroidal rotation profiles. This limits the overall predictive
capability of the simulations. This issue is particularly
important when considering fusion reactor performance
involving H-mode plasmas, since the predicted fusion power
is sensitive to the temperature and density boundary conditions
that are assumed at the top of the pedestal. The MHD limit
pedestal model described above (equations (3) and (4)) has
been used to provide the boundary conditions in simulations of
DIII-D and JET H-mode discharges using the MM95 model in
the BALDUR code [46]. It is found that the overall agreement
between the simulated profiles and experimental data using
that pedestal model is approximately 10% (figure 3), which is
nearly the same as the level of agreement obtained when the
boundary conditions are prescribed using experimental data.
The discharges used in figure 3 are described in [11]. Figure 3
provides a benchmark comparison with experimental data for
the combination of the MHD limit pedestal model together with
the MM95 core transport model in the BALDUR integrated
modelling code.
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A similar exercise has been carried out using the
renormalized GLF23 model together with the pedestal scalings
described in the previous section from [38]. The results of
simulations using the GLF23 core transport model together
with the power-dependent thermal conduction pedestal scaling
(Wped1) to provide Tped are shown in figure 4.

For the 47 H-mode shots shown in figure 4(a), the power-
dependent scaling has a 33% rms deviation between the
predicted and experimental values for Tped. Using Tped from
this pedestal scaling to set the boundary conditions for Te

and Ti in the simulations with the GLF23 model yields an
rms error, σW, of 20% in the core stored energy as shown
in figure 4(b). Using the power-dependent pedestal scaling,
Wped2, found by eliminating Type III ELMy data results in a
slightly higher rms error, σW, of 23% in the core stored energy.
Here, the rms error is defined as [(1/N)

∑
(Ws/Wx − 1)2]0.5,

where Ws and Wx are the simulated and experimental stored
energies and N is the number of discharges. The average
rms error for the temperature profiles relative to the maximum
experimental temperature in each profile is 11.5%. The rms
error is shown for each discharge in figure 5. Here, the
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Figure 5. Relative rms error between the simulation and
experimental temperature profiles for 47 H-mode discharges using
the renormed GLF23 model along with the power-dependent
pedestal model (Wped1).

boundary conditions were enforced at a normalized radius
of ρ̂ = 0.85. While this may be inside the actual top of
the pedestal, ρ̂ = 0.85 was used to insure that GLF23 was
not used in the steep gradient pedestal region where it is not
applicable. To compensate for this in the pedestal scalings
Wped1 and Wped2, the value of Tped was enhanced by a factor
of Cped = 1.25 so that a nearly zero offset in the error in
Tped resulted. In simulations of the 47 H-mode discharges,
including Cped changed the average (1/N)

∑
(Ts/Tx) in the

predicted Tped from 0.75 to 0.95 keV when the pedestal scaling
Wped1 was used. Including Cped = 1.25 in the simulations also
yields close to a zero offset in the error in the GLF23 predicted
core stored energy from simulations using the pedestal scaling
boundary conditions Wped1. Figure 4 provides a benchmark
comparison with experimental data for the combination of the
power-dependent pedestal model together with the GLF23 core
transport model in the XPTOR code.

4. Burning plasma projections

The renormalized GLF23 and the original MM95 models
have been applied in simulations of the ITER, FIRE, and
IGNITOR designs. The design parameters for these burning
plasma experiments are given in table 1. The predicted fusion
performance, Q = 5Pα/(Paux +Pohm), from simulations using
the GLF23 and MM95 models are shown in figure 6 as a
function of pedestal temperature assuming a fixed pedestal
density, where nped = 0.71n̄e and n̄e/nG = 0.85, 0.70, and
0.60, respectively, for ITER, FIRE, and IGNITOR. Here, Pα

is the alpha heating power, Paux is the auxiliary heating power,
Pohm is the Ohmic heating power, and nG = Ip/(πa2). It is
observed that the fusion Q increases with pedestal temperature
at fixed plasma density. In general, the renormalized GLF23
model results show a stronger sensitivity for the fusion Q as
a function of the pedestal temperature due to the stiff nature
of the model. For ITER, the fusion Q scales as T 1.8

ped using

the GLF23 model and as T 0.6
ped using the MM95 model. While
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the FIRE predictions from the two models are similar, the
renormalized GLF23 and MM95 models yield very different
predictions at low pedestal temperatures for ITER and at high
pedestal temperatures for IGNITOR.

Plotting Q versus Tped at fixed nped is misleading, however,
since the MHD limit (power-independent) R

√
βp pedestal

model indicates that pedestal temperature is inversely related to
pedestal density, as shown in figure 7, and the pedestal density
is proportional to the core density. Hence, an increase in the
plasma density causes a decrease in the pedestal temperature,
which can offset the gain in fusion power. The pedestal
temperatures predicted by this model at the design densities
are 2.89 keV, 2.82 keV, and 1.98 keV for ITER, FIRE, and
IGNITOR, respectively.

Figure 8 shows the resulting fusion Q as a function of
normalized plasma density for simulations of ITER, FIRE,
and IGNITOR using the renormalized GLF23 and MM95
models together with the R

√
βp and the power-dependent

(Wped1) pedestal models. The results obtained using the
power-dependent pedestal model (solid lines) lead to more
optimistic predictions than those obtained using the MHD
limit pedestal model (dashed lines) due to higher values of
Tped predicted by the power-dependent pedestal model. The
differences in predicted fusion Q for a given core model are

largely due to differences in the power dependence in the
two pedestal models. The GLF23 and MM95 results for
ITER are closer together when the power-dependent pedestal
scaling is used because the values of Tped are higher (figure 6).
At the reference densities, the values for βN

ped (βped/(I/aB))
are approximately 0.9, 1.3, and 0.6 for ITER, FIRE, and
IGNITOR, respectively, when the GLF23 and MM95 models
are used along with the power-dependent pedestal scaling
(equation (2) in [6]). These results also depend on the total
heating power. This issue is discussed in the following
sections.

Simulations using the MM95 core transport model
together with another pedestal temperature model, in which
the pedestal pressure gradient is limited by high-n ballooning
modes and the width scales with the gyro-radius times
magnetic shear squared, yield very similar results, as described
in [39]. In that paper, the sensitivity of the results to a variation
over one standard deviation of the pedestal model was studied.
It was found in that paper [39] that the fusion Q varies up or
down by only two or three units (e.g. between 9 and 13, in
the case of ITER) as the pedestal model is varied from one
standard deviation above to one standard deviation below the
baseline model.

5. Temperature profile stiffness

As shown in the previous section, the predicted fusion Q

from the GLF23 and MM95 transport models can be very
different. We have conjectured that this difference is attributed
to differing levels of stiffness in the transport models, with the
GLF23 model being more stiff than the MM95 model. By
stiffness we mean the rate at which the transport fluxes increase
as a function of the logarithmic temperature gradient once a
critical value is exceeded. Two key properties associated with
stiff models are that the profiles are unresponsive to additional
heating power and that the predicted central temperature is
sensitive to the boundary (i.e. pedestal) temperature. This
translates into Q being sensitive to both Paux and Tped.

In order to understand why the two models yield different
values for the fusion Q, scans in logarithmic temperature
gradient were conducted for low and high Tped cases at several
different radii using the parameters listed in table 1 for ITER.
For this exercise, the predicted temperature profiles from
GLF23 simulations of ITER at Tped = 2.5 and 5.0 keV were
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taken and used as input profiles for both models in the XPTOR
code [6]. The ion thermal diffusivities computed using the
GLF23 and MM95 models were then plotted as a function
of the logarithmic temperature gradient, a/LTi , was varied,
with all other plasma parameters taken from the prescribed
profiles. Figure 9 illustrates χi versus a/LTi for ITER with

Tped = 2.5 keV (left panels) and 5.0 keV (right panels) using
the GLF23 and MM95 models at three different radii.

The differences in stiffness for the ITG/TEM transport
are clearly evident at large radii. For example, at ρ̂ = 0.8 the
MM95 model χi varies much less with a/LTi . This weakening
in stiffness with radius is due to the κ−4 factor included in the
MM95 diffusivity. This factor is, of course, more important
at larger radii where the local elongation is larger. The
resulting impact is that higher temperature gradients can be
attained at large radii with little increase in χi computed using
the MM95 model. By comparision, the temperature profiles
are constrained to lower gradients at large radii when the
GLF23 model is used. For lower pedestal temperatures, the
diffusivities from the two models are similar at small radii. So,
the reason why GLF23 results have a lower fusion Q in ITER
for Tped = 2.5 keV is due to the comparatively larger heat
diffusivity at large radii. Carefully designed experiments are
clearly needed in order to test the stiffness of the ion transport in
the models in the outer half of the plasma. For higher pedestal
temperatures, the MM95 ITG/TEM χi is larger than the GLF23
χi. This is partly due to the finite β effects in the ITG/TEM part
of the MM95 model. At Tped = 5.0 keV, the ideal ballooning
mode limit (derived in circular geometry) is approached in
the Weiland ITG/TEM part of the MM95 model, causing χi to
increase rapidly with β. The kinetic ballooning mode transport
in the MM95 model also becomes large. So, while the MM95
χi is smaller than the GLF23 χi at large radii, the opposite is
true at small radii. As a result, the MM95 temperature profiles
for higher Tped cases are broader than the GLF23 temperature
profiles but yield roughly the same integrated fusion power,
given similar density profiles.

As a result of differing levels of stiffness, the GLF23
and MM95 models exhibit noticeably different sensitivities
of the fusion Q to changes in Paux and Tped. An important
characteristic of a stiff model is that the temperature profiles
will be insensitive to additional levels of auxiliary heating
power. As a result, the fusion Q can vary enormously and
as a consequence be a misleading figure of merit. Figure 10
shows the predicted fusion Q versus auxiliary heating power,
Paux, for ITER with Tped = 3.0 keV using the renormed GLF23
and MM95 models. Here, only Paux was varied and all other
quantities were held fixed, including the pedestal conditions.
For ITER, simulations using the GLF23 model yield Q varying
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as P −0.9
aux , while simulations using the MM95 model yield Q

varying as P −0.5
aux . For a perfectly stiff model, the fusion power

would be independent of Paux, and Q would vary as P −1
aux. For

H-mode operation, it is important to note that the heating power
needs to be consistent with the power flow needed to sustain
the pedestal. So, one cannot simply reduce Paux arbitrarily to
obtain any desired fusion Q.

If the core turbulent transport in tokamaks is indeed stiff
(i.e. similar to GLF23), then one could conclude that this
stiffness is a serious limitation on the fusion performance in
future devices. As a result, the temperature profiles will be
constrained to marginality and any attempt to add additional
auxiliary heating power to increase the temperature profiles
will only result in larger transport levels and lower fusion
gains. However, if the H-mode pedestal height has a power
dependence, then a stiff core is advantageous since it allows
the plasma core to bootstrap the pedestal temperature to higher
values than what could be attained if the core were only weakly
stiff. With a stiff core, any incremental increase in Tped

would result in a similar increase in the central temperature
and the fusion power. The loss power would then increase
and would cause Tped to rise. The feedback cycle continues
until the pedestal becomes MHD limited. Ultimately, the
question boils down to being able to predict when the H-mode
pedestal height makes a transition from being power-dependent
to being power-independent (or nearly so) and limited by MHD
stability.

6. Conclusions

The GLF23 (renormed) and MM95 core transport models have
been used together with models for the height of the H-mode
pedestal to predict the fusion performance of the proposed
ITER, FIRE, and IGNITOR burning plasma experiments
during H-mode operation. The renormalized GLF23 model
demonstrates a stronger sensitivity to the pedestal temperature
and generally leads to more pessimistic projections than the
MM95 model for all three devices when MHD limit pedestal
models are used. However, because of the stiff nature of the
GLF23 model, the fusion gain is strongly dependent on the
auxiliary power (Q ∝ P −0.9

aux ). The MM95 model is less stiff

and the fusion gain is less sensitive to the auxiliary power, with
Q scaling approximately as P −0.5

aux . Comparing the transport
simulations using the pedestal models to provide the boundary
conditions for Tped, we find that the results obtained using a
power-dependent pedestal model are strikingly different from
those when a power-independent MHD limit pedestal model
is used. Using a combination of the GLF23 core transport
model along with an MHD type pedestal model, where the
pedestal width scales as R

√
βp, yields fusion gains of less

than 5 for ITER, FIRE, and IGNITOR for densities in the
range 0.3–0.8 times the Greenwald limit, nG. Simulations of
FIRE and IGNITOR using the MM95 model along with the
R

√
βp pedestal model are nearly as pessimistic as the GLF23

results for FIRE and IGNITOR, but the fusion Q for ITER
is noticeably higher and shows a strong sensitivity to ne/nG.
On the other hand, simulations using the core models with
the power-dependent pedestal scaling show more optimistic
predictions. Clearly, the power dependence of the pedestal
needs to be identified, and carefully designed experiments from
different tokamaks would likely aid in resolving this issue.

The same combinations of core and pedestal models have
also been used to predict the temperature profiles in a wide
variety of H-mode discharges from the DIII-D, JET, and
C-Mod tokamaks. For a set of 47 H-mode discharges, an
average relative rms error of 11.5% in the temperature profiles
is obtained when the renormed GLF23 model is used along
with a recently developed power-dependent pedestal model
to provide the boundary conditions. The corresponding rms
error in the core stored energy is 20%, which is 10% higher
than the rms error obtained when experimental boundary
conditions are used. A similar exercise using the MM95
model along with an MHD type pedestal scaling shows
little change in the average rms error (about 10%) for the
profiles compared with the results obtained when experimental
boundary conditions are used. The difference in sensitivity
to the pedestal temperature between the models is due to the
differing levels of stiffness.

For a given set of pedestal parameters, differences in
the predicted fusion Q using the GLF23 and MM95 models
can be attributed largely to differences in the stiffness of the
ITG transport. For large radii where the local elongation is
larger, the κ−4 reduction factor on the MM95 diffusivities
significantly reduces the stiffness in the MM95 ITG mode-
driven transport. For low to moderate β values, this results
in higher predicted temperatures and, therefore, higher fusion
gains. For several pedestal temperatures in ITER at the
reference density, we find little difference in the critical
gradient between the models. At high plasma β values,
the predicted fusion Q using the MM95 model tends to
approach the values found using the GLF23 model, owing to
the β enhancements of the transport. Finite β effects in the
Weiland ITG/TEM part of the MM95 model cause the transport
to rise rapidly once the ideal ballooning model limit (derived
for circular geometry) is exceeded. Finite β effects are not
used in the GLF23 model. In addition to the β-enhanced ITG
transport, there is an additional component originating from the
kinetic ballooning mode transport present in the MM95 model
that can be significant at moderate-to-high plasma β values.
As a result, the enhanced transport at high β compensates for
the model being less stiff, yielding fusion Q values similar to
values predicted by GLF23.
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